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ABSTRACT

The characteristics and dynamics of the Chilean low-level coastal jet (CLLCJ) are examined here through

diagnosing real-time mesoscale model forecasts in support of the Variability of the American Monsoon

System (VAMOS) Ocean–Cloud–Atmosphere Land Study (VOCALS) and additional sensitivity simula-

tions. The forecasted surface winds over the southeast Pacific compare favorably with available observations.

According to the forecasts and sensitivity simulations, the Southeast Pacific high pressure system (SEPH) plays

a primary role in driving the CLLCJ. The Andes significantly intensify the CLLCJ mainly through interacting

with the SEPH and anchoring a baroclinic zone along the Chilean coast. The land–sea differential heating also

enhances the CLLCJ by strengthening the coastal baroclinic zone. Based on the location of the SEPH center,

the CLLCJ can be separated into two types: a strong-forcing jet, with the SEPH close to the central Chilean

coastline; and a weak-forcing jet, with the SEPH centered far away from the coastline. The former is much more

intense and associated with stronger interaction between the SEPH and the Andes.

The CLLCJ is slightly supergeostrophic within the marine boundary layer top inversion, where weak

easterlies develop, and subgeostrophic in the turbulent boundary layer below, where westerlies are present.

The inversion easterlies induce strong subsidence along the coast, which contributes to the formation of the

coastal low and the coastal baroclinic zone.

1. Introduction

Satellite observations and numerical modeling studies

have shown that a low-level equatorward jet frequently

occurs offshore of the central Chilean coast [i.e., the

Chilean low-level coastal jet (CLLCJ)] under the in-

fluence of the semipermanent Southeast Pacific high

pressure (SEPH) system (Fig. 1). The definitions, char-

acteristics, and formation mechanisms of a variety of

low-level jets have been reviewed by Stensrud (1996). In

this study, we define a coastal low-level jet as a low-level

wind maxima oriented nearly parallel to the coastline

with appreciable vertical and horizontal wind shears.

The Humboldt Current system along the west coast of

South America is one of the most productive marine

ecosystems on the earth, largely due to the intense

coastal upwelling driven by the CLLCJ, which brings up

cool and nutrient-rich waters to the surface (Bakun and

Nelson 1991). The cold sea surface temperature (SST)

anomaly associated with the upwelling is believed to play

a key role in generating the persistent stratocumulus deck

over the southeast Pacific (SEP). The CLLCJ is typically

located between 258 and 358S, with a surface wind speed

maximum extending a few hundred kilometers offshore

(Josey et al. 2002). Some climatological aspects of the

CLLCJ have been examined by Garreaud and Muñoz

(2005) using 4-yr Quick Scatterometer (QuikSCAT) sur-

face winds, complemented with mesoscale model simula-

tions. They found that, while the CLLCJ occurs in all

seasons, it takes place more often in the austral spring and

summer, more than 60% of the time. The jet axis is located

approximately 150 km from the coastline and the wind

speed maximum exceeds 8 m s21 in winter, spring, and

summer seasonal means. In a companion paper, Muñoz

and Garreaud (2005) diagnosed the momentum budget in
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the CLLCJ using output from 20-day mesoscale numer-

ical simulations and found that near the marine boundary

layer (MBL) top, the flow is approximately in geostrophic

balance. They also suggested that the Andes, which ex-

tend well above the inversion, could serve as a wall to

preclude the development of strong low-level easterly

flow. Muñoz (2008) investigated the diurnal variation of

the surface winds over the SEP and concluded that

the diurnal variation of the surface winds over the SEP

maximizes between 208 and 308S rather than over the

CLLCJ itself.

The CLLCJ bears remarkable similarities to its North-

ern Hemisphere counterpart, the low-level jet offshore of

the California coast [i.e., the California coastal jet (CCJ)],

which has received much more attention (e.g., Chao 1985;

Burk and Thompson 1996; Cui et al. 1998; Pomeroy and

Parish 2001). For example, both jets are equatorward and

oriented nearly parallel to the coastlines under the in-

fluence of subtropical Pacific high pressure systems. The

jet cores are located within the MBL top inversion, asso-

ciated with a downward sloping of the inversion toward

the coast. A few dynamical mechanisms regarding the

formation of the California coastal jet have been pro-

posed. Using an analytical shallow-water model, Chao

(1985) has demonstrated that the inhibition of a geo-

strophically balanced westerly flow by the Andes near

408S could create an equatorward coastal jet somewhat

resembling the observed California coastal jet. In a nu-

merical study of a summertime California coastal jet

event, Burk and Thompson (1996) attributed the forma-

tion of the CCJ to the subtropical Pacific high pressure

and the coastal baroclinicity associated with land–sea

differential heating. Bakun (1990) hypothesized that in

general land–sea differential heating (LSDH) increases

the low-level alongshore flow. Pomeroy and Parish (2001)

analyzed aircraft in situ measurements of a CCJ event and

speculated that the CCJ and the attendant sloping MBL

top inversion are induced by a geostrophic adjustment

process associated with the horizontal temperature con-

trast between the cool ocean and warm continent. Muñoz

and Garreaud (2005) noted that their results suggest the

controlling physical processes for the CLLCJ are similar

to those proposed by Chao (1985). These studies sug-

gested three key players in the formation of these sub-

tropical coastal jets: the subtropical high pressure system,

coastal topography, and LSDH, the effects of which will

be evaluated in this study. It is also noteworthy that hy-

draulic theory has been used extensively to interpret the

MBL flow response to the California coastal terrain (e.g.,

Rogerson 1999; Haack and Burk 2001).

This study is motivated by a recently completed field

campaign, the Variability of the American Monsoon Sys-

tem (VAMOS) Ocean–Cloud–Atmosphere Land Study

(VOCALS). One of the primary VOCALS objectives is to

understand the SEP regional climate associated with the

coupling between the upper ocean, the land, and the at-

mosphere (Woods et al. 2007). VOCALS comprises two

components: the modeling component (VOCALS-Mod),

and the regional experiment component (VOCALS-Rex),

which took place in October and November of 2008. In

addition to land-based, buoy, and satellite observations, in

situ and remote sensing measurements were conducted by

six instrumented research aircraft and two research ships

during the two-month observational period. Although

most observations were obtained within the VOCALS

target area (approximately the area of the 5-km grid do-

main in Fig. 1), which is located to the north of the CLLCJ,

these observations provide valuable data for model vali-

dation over this relatively data-sparse region. During the

field observation period, the atmospheric component of

the Coupled Ocean–Atmosphere Mesoscale Prediction

System (COAMPS;1 Hodur 1997) and a number of other

mesoscale and global models had been applied over South

America and the SEP to provide real-time forecast sup-

port for the VOCALS-Rex operation planning. In this

study, the 3-hourly output from COAMPS twice-daily

48-h forecasts during the VOCALS-Rex period will

be examined, complemented with additional sensitivity

FIG. 1. Terrain height in the 45-km grid domain is shown in

grayscale (interval 5 0.5 km). The bold squares correspond to the

15-km and 5-km grid domains and the gray arrow indicates the

location of the CLLCJ. The location of the WHOI buoy is labeled.

1 COAMPS is a registered trademark of the Naval Research

Laboratory.
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simulations to deepen our understanding of the char-

acteristics and dynamics of the CLLCJ.

The remainder of this paper is organized as follows. In

section 2, the COAMPS model and the model configu-

ration for the real-time forecast are described. The

simulated surface winds and temperature are compared

with satellite and buoy observations. The characteristics

of the CLLCJ are illustrated in section 3 using the 3-hourly

output from the COAMPS forecasts. In section 4, two

selected CLLCJ events are further examined through

trajectory analysis and diagnosis of sensitivity simulations

with varying terrain heights and sensible surface heat

fluxes. Section 5 contains discussions of relevant dynamics

and conclusions.

2. COAMPS real-time forecast

a. Numerical aspects

COAMPS is a fully compressible, nonhydrostatic

terrain-following mesoscale model. The boundary layer

and free-atmospheric turbulent mixing are represented

using a prognostic equation for the turbulence kinetic

energy (TKE) (Mellor and Yamada 1974):
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where e 5 (u92 1 y92 1 w92)/2 is the turbulence kinetic

energy; (U, V) and (u9, y9, w9) denote grid-scale hori-

zontal wind vectors and turbulent fluctuations, re-

spectively; b is thermal expansion coefficient; S and G

are constants; lm is the mixing length formulated based

on Mellor and Yamada (1974) and Thompson and Burk

(1991); and De represents the subgrid-scale TKE mixing.

The overbars represent ensemble average. The subgrid-

scale mixing of momentum and heat fluxes is parame-

terized as (u9w9, y9w9) 5 2KM(›U/›z, ›V/›z) and

w9u9 5 �K
H

›u/›z, where KM and KH are eddy mixing

coefficients of momentum and heat fluxes given by KM,H 5

SM,Hlm(2e)1/2 and SM,H are constants. The surface heat

and momentum fluxes are computed following the Wang

et al. (2002) formulation, which is a modified version of

Fairall et al. (1996). The grid-scale evolution of the moist

processes is explicitly predicted from budget equations

for cloud water, cloud ice, rainwater, snowflakes, and

water vapor (Rutledge and Hobbs 1983) and the subgrid-

scale moist convective processes are parameterized using

an approach following Kain and Fritsch (1993). Fu–

Liou’s d-four-stream approximation is used for the short-

and longwave radiation processes (Fu et al. 1997; Liu

et al. 2009).

The initial model fields are created from multivariate

optimum interpolation analysis of upper-air sounding,

surface, commercial aircraft, and satellite data that are

quality controlled and blended with the 12-h COAMPS

forecast fields. Lateral boundary conditions for the

outermost grid mesh are derived from Navy Operational

Global Analysis and Prediction System (NOGAPS)

forecast fields. The computational domain contains three

horizontally nested grid meshes of 151 3 151, 199 3 181,

and 181 3 181 grid points with horizontal grid spacings of

45, 15, and 5 km, respectively. The innermost domain is

coincident with the VOCALS intensive observation area,

which is located to the north of the CLLCJ (Fig. 1). The

15-km grid captures only the northern portion of the

CLLCJ. Therefore, the 45-km grid data is used for char-

acterizing the CLLCJ in this study. There are 45 levels in

the vertical on a nonuniform sigma grid with 26 levels in

the lowest 2.6 km. The model top is located approxi-

mately at 30 km ASL and a sponge upper boundary

condition is applied to the upper one-third of the domain

to reduce the reflection of gravity waves. The terrain data

is based on the Global Land One-km Base Elevation

(GLOBE) dataset and the terrain in the 45-km mesh is

shown in Fig. 1. The model was initialized at 0000 and

1200 UTC, respectively, and the twice-daily 48-h fore-

casts were provided from 20 October to 30 November

2008. Only the output from the 6–18-h period of each

forecast is used for this study.

b. Model validation

To evaluate the model performance, the 40-day

COAMPS real-time forecasts have been compared ex-

tensively with a variety of observations obtained from

the VOCALS-REX. In general, the agreement between

the COAMPS forecasts and the available observations is

encouraging (Wang et al. 2010, manuscript submitted

to Atmos. Chem. Phys.). As an example, the 40-day-

average 10-m winds from the COAMPS 45-km grid and

the QuikSCAT 10-m winds averaged over the same

period are shown in Fig. 2. SeaWinds on QuikSCAT

measures radar backscatter from the ocean surface,

which is used to derive vector wind stress. The 10-m

winds (referred to as surface winds hereafter) are esti-

mated using a geophysical model function that relates

the backscatter to 10-m equivalent neutral wind, the

wind that would exist in a neutrally stable near-surface

atmosphere over a motionless surface (Liu and Tang

1996). The difference between the equivalent neutral and

actual 10-m wind speeds is generally less than 0.2 m s21

(Mears et al. 2001; Ebuchi et al. 2002; Portabella and

Stoffelen 2009) and will thus be neglected here in com-

paring the QuikSCAT winds with the COAMPS winds.

The QuikSCAT observations show that, during the
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FIG. 2. The 40-day average 10-m wind speed (grayscale, increment 5 2 m s21), wind

vectors, and surface pressure (contours, increment 5 1 hPa) from (top) the COAMPS real-

time forecasts and (bottom) the corresponding average wind speed and wind vectors derived

from the QuikSCAT data. The locations of the SEPH, MESOH, and CL are highlighted.
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VOCALS field observational period, the mean low-

level winds over the SEP are characterized by an anti-

cyclonic circulation around a weak wind zone centered

approximately at 328S, 1058W, coincided with the center

of the SEPH as evident in the COAMPS 40-day-average

pressure field (Fig. 2a). Within the model domain, the

QuikSCAT winds indicate the presence of three branches

of the anticyclonic circulation: the midlatitude westerlies,

the coastal southerlies between 408 and 258S (i.e., CLLCJ),

and the widespread southeasterlies to the north of 258S.

COAMPS reproduces well these three branches and the

simulated wind direction and wind speed show reasonable

qualitative agreement with the QuikSCAT winds. Along

the Chilean and Peruvian coast, the surface winds are

characterized by a weak wind zone near 408S, which sep-

arates the midlatitude westerlies to the south and the

southerly coastal jet to the north, and a nearly calm zone

located to the north of the CLLCJ near the Peru and Chile

border, where the main Andes ridge exhibits a concave

shape. The COAMPS forecasts reproduce the two weak

flow zones. According to COAMPS, the southern weak

wind zone near 408S is associated with a mesoscale high

pressure corresponding to the intersection of the SEPH

ridge axis with the Chilean coastline [referred to as the

mesoscale high pressure (MESOH)], likely due to the

blocking of the westerlies by the Andes. It is interesting

that while the major axis of the SEPH is oriented slightly

southwest–northeast, the pressure ridge tilts northwest–

southeast toward the coastline, suggesting strong inter-

action between the SEPH and the Andes near 408S. To the

northwest of the surface the CLLCJ maximum, a coastal

low pressure zone (referred to as CL) is evident, the

characteristics of which have been illustrated by Garreaud

et al. (2002) and Garreaud and Rutllant (2003).

The COAMPS-simulated winds and temperature have

also been compared with the available Woods Hole

Oceanographic Institution (WHOI) buoy measurements

during the same time period (Fig. 3). The WHOI buoy,

located at 208S, 858W (Fig. 1), documented the sur-

face winds and temperature for 37 days of the 40-day

COAMPS real-time forecast period. The prevailing sur-

face winds are southeasterly at the WHOI buoy location

(i.e., in the southeasterly flow branch of the circulation,

Fig. 2). The observed winds exhibit both synoptic-scale

(i.e., from a few days up to about a week) and diur-

nal variations, which are well captured by COAMPS.

The temperature shows a slow warming trend with time-

and weak diurnal variation. Noticeably, there is a cold

bias around mid-November, which is consistent with the

southeasterly bias in the wind fields during the same pe-

riod. The biases and RMS error for the zonal and merid-

ional wind components are 0.67/1.4 and 21.2/1.7 m s21,

respectively. The COAMPS forecasted air temperature is

also in good agreement with the buoy observations with

a bias and RMS error of 0.34/0.54 K, respectively.

In summary, we find that the COAMPS real-time

forecasted surface winds and temperature compare fa-

vorably with those observed by QuikSCAT and the

WHOI buoy. The COAMPS-forecasted winds, tem-

perature, moisture, clouds, and boundary layer height

have also been compared with other available observa-

tions such as research aircraft in situ measurements,

radiosonde data, and research ship measurements in

Wang et al. (2010, manuscript submitted to Atmos. Chem.

Phys.). They found that the overall performance of

COAMPS was satisfactory. Especially, the simulated

low-level winds and temperature agree with the avail-

able observations particularly well. However, they also

noticed that the simulated boundary layer in general was

shallower than observations near the coast.

3. Classification and characteristics of CLLCJ

The encouraging agreement between the COAMPS

real-time forecasts and available observations allows us

to further examine the characteristics of the low-level jet

and the associated dynamics using the COAMPS real-

time forecast output. Particularly, we are interested in the

temporal evolution of the CLLCJ, the mean low-level jet

FIG. 3. Time series of u and y wind components and surface

temperature derived form the WHOI buoy measurement for

37 days in October and November 2008. The corresponding

COAMPS simulated fields are included for comparison.
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structure, and the connection between the SEPH and the

CLLCJ.

The evolution of the CLLCJ maxima at the surface

and within the lowest 2 km, offshore of the central

Chilean coast (i.e., between 208 and 408S) is shown in

Fig. 4a. The surface southerly winds are around or above

10 m s21 for most days, and exhibit strong diurnal and

synoptic-scale variations. The diurnal variation of the

CLLCJ or CCJ has been examined by several groups

(e.g., Burk and Thompson 1996; Muñoz 2008) and is

beyond the scope of this study. Four strong CLLCJ pe-

riods (hereafter referred to as CLLCJ events) are evi-

dent with surface southerlies persistently greater than

10 m s21, each lasting from 3 days to 1 week, as high-

lighted by the gray shading in Fig. 4. Aloft, the southerly

wind maximum (i.e., the jet core), located in the MBL

inversion, is approximately 1.5–2 times of the corre-

sponding maximum at the surface during the 4 events.

Also shown in Fig. 4b is the maximum surface pres-

sure difference along the coastline between the MESOH

near 408S and the coastal low (CL) to the north of the jet,

an index for the meridional pressure gradient. In addi-

tion to the diurnal variation, this south–north pressure

difference clearly shows four maxima, approximately

corresponding to the four CLLCJ events. Further in-

spection reveals that the maximum surface wind speed

in the CLLCJ is positively correlated with the south–

north surface pressure difference between the meso-

scale high and the coastal low along the central Chilean

coastline, implying the crucial role that the meridional

pressure gradient plays in enhancing the CLLCJ.

It is evident that the longitudinal locations of the SEPH

center are characterized by a bimodal distribution during

the 40-day period (Fig. 4c), namely nearshore locations

(i.e., to the east of 1008W or within 2500 km from the

coast) and far offshore locations (i.e., near 1208W, where

the western model boundary of is located). During the

first three low-level jet events, the south–north pressure

difference reaches a maximum and the SEPH is centered

closer the coastline, implying connections between the

SEPH center location, the south–north pressure gradient,

and the CLLCJ intensity. These connections also suggest

that the longitudinal location of the SEPH center may be

a useful index for the synoptic-scale forcing. We further

hypothesize that the closer the SEPH is to the coastline,

the stronger the synoptic forcing on the CLLCJ. To test

the hypothesis, we separate the 40-day period into two

periods: the ‘‘strong forcing’’ period with the SEPH

centered to the east of 1008W, and the ‘‘weak forcing’’

period with the SEPH centered to the west of 1008W. The

strong-forcing and weak-forcing periods account for 36%

and 64% of the time, respectively. Note that these per-

centages are relatively insensitive to the choice of the

threshold longitude. The surface jet and synoptic-scale

patterns are strikingly different for these two periods

(Fig. 5), consistent with our hypothesis that the location

of the SEP predominantly controls the strength of the

CLLCJ. For the strong-forcing period, the mean SEPH is

centered near 958W, ;2000 km offshore. The CLLCJ is

approximately 1500 km in length, located between 258

and 408S with a surface maximum near 368S. For the

weak-forcing period, the mean center of the SEPH is

located to the west of the model domain and the surface

pressure gradient offshore of central Chile is notice-

ably weaker than the strong-forcing period. The surface

CLLCJ is substantially shorter, weaker, and centered

farther north compared to the strong-forcing period. At

the 5-km level, the strong-forcing period is characterized

by a shortwave pressure ridge located right over the

surface SEPH center and a pressure trough extends over

the CLLCJ. For the weak-forcing period, the pressure

field is more uniform in the zonal direction.

The surface winds derived from QuikSCAT are also

averaged over the strong-forcing and weak-forcing pe-

riods separately (Figs. 5c,d). For the strong-forcing pe-

riod, the surface winds are characterized by a weak wind

zone centered approximately at 338S, 958W, in agree-

ment with the location of the SEPH center deduced

from COAMPS forecasts averaged over the same period

FIG. 4. Time series of (a) the meridional wind component max-

imum at the surface (bold) and in the lowest 2 km (thin curve with

crosses) in the CLLCJ (Fig. 1), (b) the surface pressure difference

between MESOH and along the Chilean coast between 208 and

408S, and (c) the longitude of the SEPH center derived from the

COAMPS real-time forecasts. The four CLLCJ events are shaded

with light gray. The bold, dashed lines in (a) and (c) correspond to

10 m s21 and 1008W, respectively.
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(Fig. 5a). The location, meridional extent, and general

structure of the surface CLLCJ simulated by COAMPS

agree well with the QuikSCAT surface wind observations

for both the weak- and strong-forcing cases, as seen by

comparing Figs. 5a,b with 5c,d. The good agreement be-

tween the COAMPS surface winds and the QuikSCAT

winds averaged over the corresponding periods reinforces

our confidence in the COAMPS forecasts.

The differences between the CLLCJ under the two

different large-scale forcing patterns are also evident in

the vertical cross sections of the alongshore wind com-

ponent and potential temperature, oriented approxi-

mately across the CLLCJ and through the surface wind

speed maximum (Fig. 6). The jet core resides at the

bottom of the MBL inversion associated with a coastal

baroclinic zone, which is evident by the downward

sloping of the inversion toward the coastline. Note that,

in this study, we loosely use the term inversion to refer to

the relatively thick stable layer above the turbulent BL.

The observed instantaneous MBL top inversion can be

very thin, especially in the presence of clouds (Wang

et al. 2010, manuscript submitted to Atmos. Chem. Phys.).

The jet extends approximately 1000 km offshore over the

ocean, and is significantly stronger during the strong-

forcing period than the weak-forcing period (Figs. 6a,b).

Over the coastal area, the alongshore wind component is

northerly above the inversion, associated with the reversal

of the zonal potential temperature gradient. This rela-

tively narrow elevated northerly jet can be traced back to

the tropical easterlies, which are deflected southward by

the Ecuador and northern Peruvian coastal topography.

This elevated jet is almost parallel to the coastline and

FIG. 5. The 10-m wind speed (grayscale, increment 5 1 m s21) and wind vectors, surface pressure (contours,

increment 5 2 hPa), and 5 km MSL pressure (dashed contours, increment 5 2 hPa) averaged over (a) strong-forcing

period and (b) weak-forcing period. (c),(d) The QuikSCAT wind speed (color shading, increment 5 2 m s21)

averaged over the corresponding periods.
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often reaches the maximum near 208S, the dynamics of

which will be further examined in a separate paper. As

shown in Figs. 6c,d, the cross-shore wind component is

characterized by a nearshore westerly flow in the viscous

boundary layer and an easterly flow within the MBL top

inversion (;0.5–1.5 km). With the steep Andes to the east

serving as a nearly vertical wall, the boundary layer top

easterlies create a divergence zone, as required by the law

of conservation of mass, and therefore, enhance the sub-

sidence along the coast.

Shown in Fig. 7 are the mean profiles of the two hor-

izontal wind components (u, y), and the corresponding

meridional geostrophic wind components yg derived

from the pressure field in the lowest 4 km for the weak

and strong-forcing periods, respectively. The profiles are

derived by averaging over a 6 3 6 grid box centered over

the mean jet maximum for each period. The boundary

layer westerlies and the elevated easterlies in the MBL

top inversion between approximately 0.3 and 2 km are

evident (Fig. 7c). The meridional wind component is

approximately in geostrophic balance above the turbu-

lent boundary layer as found by previous studies of the

CLLCJ and its Northern Hemisphere counterpart, the

California coastal jet (e.g., Bielli et al. 2002; Muñoz and

Garreaud 2005). However, a careful inspection shows

that, within the boundary layer top inversion, the me-

ridional wind is slightly supergeostrophic. The CLLCJ

is nearly straight and the centrifugal force is thus negli-

gible, and the resultant east-pointing force likely con-

tributes to the formation of the weak easterlies in the

FIG. 6. The alongshore wind component (grayscale and dashed contours, increment 5 2 m s21) and potential

temperature (solid contours, increment 5 1 K) in a cross-shore vertical section through the surface wind maximum

of the CLLCJ for (a) strong-forcing average and (b) weak-forcing average. (c),(d) The zonal wind component

(increment 5 1 m s21) and potential temperature. The white dashed contours in (c) and (d) correspond to u 5 0.
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MBL top inversion. Beneath the inversion, the southerly

jet is subgeostrophic because of boundary layer friction,

and the resultant west-pointing force is consistent with

the presence of the westerly flow in the boundary layer.

Following Burk and Thompson (1996), the thermal

wind between two reference levels can be estimated

using

y
t
(z) 5 y(z

ref
)� g

f hTi
›hTi

›x
Dz and (1)

u
t
(z) 5 u(z

ref
) 1

g

f hTi
›hTi

›y
Dz, (2)

where hTi 5
Ð zref

z T dz/Dz is the temperature averaged

over the air column between levels z and zref, Dz 5 zref 2 z,

f is the Coriolis parameter, and g is the gravitational

acceleration. The thermal wind, yt, computed using (1)

with zref 5 4 km, is approximately equal to the geo-

strophic wind yg in the lowest 4 km, implying that the

CLLCJ is largely in thermal wind balance and owes its

existence to the coastal baroclinicity. Figure 7d indicates

pronounced subsidence over the jet. For the strong-

forcing period, a much deeper subsidence layer is pres-

ent compared to the weak-forcing period.

Thermal wind vectors estimated using (1)–(2) with

z 5 0, zref 5 2 km, and yt(zref) 5 0 (Fig. 8) serve as

a measure of the flow baroclinicity in the lowest 2 km;

a larger meridional (zonal) thermal wind component

corresponds to a stronger zonal (meridional) tempera-

ture gradient. For both the weak-forcing and strong-

forcing periods, a pronounced cross-shore baroclinic zone

is evident, oriented along the Chilean coastline with a

characteristic width of 500 km. Thermal winds along the

Chilean coast qualitatively resemble the CLLCJ, imply-

ing that the CLLCJ is largely a low-level baroclinic jet.

The large easterly thermal wind component in the vicinity

of the MESOH (Figs. 8a,b) is absent in the 500-m level

winds (Figs. 8c,d), suggesting that the winds are strongly

ageostrophic near the MESOH. Over the CLLCJ, a nar-

row (;100 km) divergence zone is present following the

coastline (Figs. 8a,b), indicative of strong coastal sub-

sidence, which presumably contributes to the formation

of the coastal baroclinic zone. The coastal divergence

FIG. 7. Profiles of (a) zonal wind component u, (b) meridional wind component y, (c) po-

tential temperature u, and (d) vertical velocity w averaged over a 6 3 6 grid square located in

the surface wind maxima for the strong-forcing (solid) and weak-forcing (dashed) periods,

respectively. The meridional components of the geostrophic winds derived from the pressure

are also included in (b) for comparison.
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zone changes sign around 238S, to the north of which,

a convergence zone exists along the coastline companied

with a widespread divergence zone farther offshore. This

alternation of convergence and divergence along the Peru

coastline is consistent with satellite observations (not

shown).

The wind-driven upwelling rate w in the ocean is

proportional to the curl of the surface wind stress t (i.e.,

rww 5 2k � $ 3 t/f, where rw is the water density).

Shown in Figs. 8c,d is the wind stress curl averaged over

the strong- and weak-forcing periods, respectively. It is

evident that, during the strong-forcing period, the CLLCJ

induces stronger upwelling along the coast and the up-

welling zone is substantially larger than the weak-forcing

period. The upwelling rate integrated over a swath within

500 km of the coast and between 208 and 408S for the

strong-forcing period is approximately twice as large as

that for the weak-forcing period.

FIG. 8. The divergence (grayscale, increment 5 0.1 3 1025 s21) at 500 m MSL and thermal winds (vectors,

maximum corresponds to 20 m s21) in the lowest 2 km computed using (1)–(2) for the (a) strong-forcing and

(b) weak-forcing means. The wind stress curl (grayscale, interval 5 0.1 3 1026 N m23) and average wind vectors

at 500 m MSL for the (c) strong-forcing and (d) weak-forcing periods. Only the CLLCJ portion of the domain is

shown. The MESOH and CL locations are highlighted by dashed ellipses in (a) and (b).
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In summary, the diagnosis of the real-time COAMPS

forecasts reveals some interesting characteristics of the

CLLCJ, such as a connection between the SEPH center

location and the CLLCJ, a correlation between the south–

north pressure gradient and the jet strength, the presence

of an elevated northerly jet above the coastal marine

boundary layer inversion, and the supergeostrophic flow

in the MBL inversion. Specifically, the CLLCJ shows

substantial differences in characteristics for the strong-

and weak-forcing periods. Some of these issues will be

further examined in the following sections.

4. Two case studies of the CLLCJ

To deepen our understanding of the coastal jet forma-

tion and adjustment processes, two CLLCJ events corre-

sponding to a strong-forcing period (i.e., 22–23 October)

and a weak-forcing period (i.e., 22–23 November), re-

spectively, have been resimulated using a slightly different

model configuration. The new model domain is composed

of two nested grid mesh of 151 3 151 and 199 3 199

grid points with horizontal spacings of 45 and 15 km,

respectively. The inner domain is centered at (308S,

858W), and the new 15-km grid captures the whole

CLLCJ. For the 22–23 October (November) event, the

model is initialized at 1200 UTC 21 October (21 Novem-

ber), and a 36-h simulation starts at 0000 UTC 22 October

(22 November) after a 12-h data assimilation cycle. The

first 6 h of each simulation is considered as the model

spinup period and the 30-min interval output from the rest

30-h of each simulation is used for the following diagnosis.

According to previous studies, possible controlling

factors in the CCJ or CLLCJ formation include synoptic-

scale conditions, coastal topography, and LSDH. To

evaluate the relative importance of these factors, for each

event, in addition to the standard simulation [i.e., the

control simulation or (CTRL)], three sensitivity simula-

tions have been performed: the quarter-terrain (QTRN),

no-terrain (NTRN), and small sensible heat flux (SSHF)

simulations. The terrain height in both the 45- and 15-km

meshes is reduced to one-quarter of the true terrain

height in the QTRN simulation and set to zero in the

NTRN simulation. In the SSHF simulation, the surface

sensible heat flux over land is held as constant after

FIG. 9. The 24-h mean wind speed (grayscale, increment 5 2 m s21) and isobars (interval 5

2 hPa) at 300 m MSL derived from the 22–23 October simulation. Also included are backward

trajectories for air parcels launched from 300 m MSL (i.e., set 1) and forward trajectories for air

parcels launched from 600 m MSL (i.e., set 3) near the jet maximum.
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sunrise to minimize the sensible heat flux difference

between land and sea (i.e., less than 30 W m22).

a. Trajectory analysis of the control simulations

To investigate the formation dynamics of the CLLCJ,

we perform a trajectory analysis using xi11 5 xi 1

V(xi)Dt, where xi 5 (xi, yi, zi) and V(xi) 5 (ui, yi, wi) are

the three-dimensional position and velocity vectors at

the ith time step, and Dt is the time interval. For this

study, Dt 5 5 min or 25 min is used, corresponding to

the forward and backward trajectory calculations, re-

spectively. The wind vector V(xi) is obtained from linear

interpolation in space and time using the 30-min interval

wind output. The air parcel potential temperature, water

vapor mixing ratio, and geostrophic winds along each

trajectory are also derived in a similar manner. For each

simulation, three sets of trajectories are calculated: two

sets of backward trajectories with the air parcels launched

from a cross section oriented approximately normal to the

coastline and through the surface wind maximum and from

300-m (set 1) and 600 m MSL (set 2), respectively, and one

set of forward trajectories (set 3) from the same locations

as set 2. Each set includes eight trajectories, which are

numbered in sequence based on the initial parcel locations

from east to west for the convenience of description.

Shown in Fig. 9 are the 300-m 24-h mean wind speed

and isobars, superposed with two sets of trajectories

calculated using the output from the strong-forcing case

(i.e., 22 October). For sets 1 and 2, the air parcels are

launched at 2300 UTC 23 October and the backward

trajectories are computed over a period of 30 h, or until

the trajectory intercepts the underlying topography. The

parcels in set 3 are launched at 1800 UTC 22 October

and the forward trajectories are calculated for 30-h as

well. The coastal MESOH and strong CLLCJ are evi-

dent. According to trajectory set 1, the jet air mass

comes from two sources. The offshore portion of the

CLLCJ originates from the westerlies around 408S,

which turn into southwesterlies near the MESOH. The

radii of the trajectory curvature are of the order of

1000 km near MESOH and become significantly larger

within the jet (.3000 km). Near the shore, the air mass

comes from land. An identical set of air parcels have

been launched from 600 m MSL (i.e., set 2), which ex-

hibit similar characteristics except that their trajectories

are slightly longer (not shown). Trajectory set 3 indi-

cates that to the north of the jet core the air parcels tend

to move away from the coastline and the flow is strongly

diffluent. The air parcels at both the 300- and 600-m

levels undergo significant descent during their course of

acceleration toward the jet maximum (Fig. 10a). This is

qualitatively consistent with Garreaud and Rutllant

(2003), who found that the CLLCJ ‘‘is fed by air parcels

that 1–2 days before had been located in the middle

troposphere over the Pacific Ocean.’’ The variation of

the parcel potential temperatures before they are en-

trained into the MBL is negligible. The potential temper-

ature of parcel 7 drops by 2 K due to cloud evaporation

near the BL top. In the MBL, the parcel potential tem-

peratures increase due to vertical mixing and the surface

heating as parcels are being advected northward over

a progressively warmer sea surface. It is noteworthy that,

in general, the closer the parcel is to the coast, the more

descent the parcel experiences, and accordingly, the par-

cel is warmer than parcels at the same level, but farther

away from the coast. Parcel 8, which originates over land,

experiences the largest descent (;2.5 km) and is the

warmest among the eight parcels in set 1 (not shown).

The advection speeds of the parcels are fairly small

before they descend into the MBL top inversion. While

crossing the inversion, parcels experience a relatively

rapid acceleration and the zonal pressure gradient, as

measured by yg, increases simultaneously. Parcel 3 is

approximately in geostrophic balance in the BL, and the

other two parcels closer to the coast (i.e., 5 and 7) become

slightly subgeostrophic after the parcels enter the BL.

FIG. 10. Plot of altitudes, potential temperatures, and meridional

wind components of parcels 3 and 7 from set 1 vs distance for the

strong-forcing case. The corresponding meridional geostrophic

winds are included as symbols for comparison. The gray boxes

indicate the approximate periods that the parcels descend through

the MBL inversion.
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It is evident that the synoptic-scale forcing and the

jet strength of the weak-forcing case are much weaker

(Fig. 11) than the strong-forcing case (Fig. 9), and ac-

cordingly, the 30-h trajectories are shorter. In general, the

parcels experience much less descent (Fig. 12), associated

with weaker subsidence. It is evident that parcels closer to

the coastline originate from higher altitudes and are no-

ticeably warmer accordingly. Similar to the strong-forcing

case, the geostrophic winds exhibit strong fluctuation.

After removing the wave-related fluctuation, parcels

seem to be in approximate geostrophic balance as they

drift toward the jet maximum during the process of ac-

celeration and descent. A more quantitative comparison

between y and yg is shown in Fig. 13. Regardless of the

fairly large fluctuation of yg, there is a clear trend that the

parcels are supergeostrophic while descending through

the MBL top inversion (i.e., the segment with y approx-

imately in the range of 4–9 m s21), and become sub-

geostrophic after entering the viscous boundary layer

(i.e., for y . 9 m s21).

b. Sensitivity simulations

The objective of these sensitivity simulations is to

investigate the mesoscale response of the CLLCJ to

changes in terrain height and surface heat flux. Ideally, we

want the simulations to be long enough to allow for

mesoscale adjustments and short enough to keep the

synoptic-scale patterns similar for each set of sensitivity

simulations. In the following analysis, only the last 24-h

output from each simulation is used, and the first 24 h

(i.e., the 12-h data assimilation cycle 1 the first 12 of the

simulation) is considered the ‘‘spinup’’ period to allow

initial perturbations induced by the terrain height or

surface flux changes to disperse and propagate away.

Figure 14 shows that the synoptic-scale patterns over

the SEP are almost identical for the four simulations of

the strong-forcing event. For the strong-forcing jet, the

reduction of the terrain to a quarter of the true terrain

height results in a shorter and weaker CLLCJ (Figs.

14a,b). The jet core is located more offshore, in accor-

dance with stronger easterlies in the inversion. The

isobars are oriented more obliquely to the coastline over

the jet area. The CLLCJ is further weakened in the

NTRN run (Fig. 14c). The jet core moves farther off-

shore than the QTRN run, implying that the Andes in-

hibit the development of strong easterly winds and

anchor the coastal baroclinic zone. It is noteworthy that

the coastal MESOH disappears in the NTRN run, which

confirms that the MESOH owes its existence to the

interaction between the synoptic-scale flow and the

FIG. 11. As in Fig. 9, but for the weak-forcing case.
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southern Andes. The jet strength at the surface is no-

ticeably weaker in the SSHF run than in the CTRL run

(Fig. 14d), but stronger than in the QTRN and NTRN

simulations, suggesting that while the LSDH effect

tends to enhance the CLLCJ, its impact on the CLLCJ

is smaller than the terrain forcing effect. Also, the

reduction in the land–sea sensible heat flux difference

seems to have little impact on the strength and location

of the coastal MESOH.

The jet strength aloft shows similar sensitivity to

changes in the terrain height and sensible heat flux over

land (Figs. 15 and 16). A few other features in the vertical

cross sections in Figs. 15 and 16 are worth mentioning.

Near the coastline, the heights of the BL top inversion

and the jet core are progressively lower and the BL top

inversion is progressively weaker with the decrease of the

terrain height (Fig. 15). It is also noteworthy that above

the BL, the elevated northerly winds are significantly

weaker with the reduction or removal of the topogra-

phy. In the SSHF run, both the CLLCJ and the elevated

northerly jet above the BL are weaker than in the CTRL

run, again, implying that the LSDH in general tends to

enhance the coastal jets.

For the weak-forcing simulations, the change in terrain

height or sensible heat flux over land has little impact on

the synoptic-scale patterns far offshore over the in-

tegration time (Fig. 17). The coastal MESOH becomes

progressively weaker and shifts northward as the terrain

height is reduced, implying weaker interaction between

the SEPH and the Andes. The intensity of the CLLCJ

decreases accordingly (Figs. 17 and 18). However, unlike

the strong-forcing case, the orientation of the isobars over

the jet is much less sensitive to the change of terrain

height in the weak-forcing case. Compared to the strong-

forcing jet, the easterlies in the MBL inversion are much

less sensitive to the terrain height variation (Fig. 19), in-

dicating that the Andes’ role in inhibiting the coastal

easterlies is insignificant for a weak-forcing jet. The jet

intensity in the SSHF simulation is weaker than in the

FIG. 12. As in Fig. 10, but for the weak-forcing case.

FIG. 13. Plot of the meridional geostrophic winds vs the merid-

ional winds for set 1 parcels derived from (a) the strong-forcing

case and (b) the weak-forcing case, respectively.
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CTRL run and comparable to that in the QTRN run

(Figs. 17 and 18), implying that the LSDH effect plays

a more important role in weak-forcing jets than in strong-

forcing jets. It is worth noting that the 24-h profiles near

the jet maximum (not shown) also show that the CLLCJ

is noticeably supergeostrophic in the MBL top inversion

and subgeostrophic in the viscous boundary layer for the

two cases examined.

c. Linear decomposition

From the two sets of sensitivity simulations, we can

crudely evaluate the relative importance of each process

by assuming that the jet strength is a linear superposition

of contributions from each process:

V
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5 F
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1 F
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SH

,
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QTRN

5 F
s1o

1 aF
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SH

,
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NTRN
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s1o
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SH
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V
SSHF

5 F
s1o

1 F
T

, (3)

where VCTRL, VQTRN, VNTRN, and VSSHF denote the

CLLCJ strengths in terms of the maximum meridional

wind components for the CTRL, QTRN, NTRN, and

SSHF simulations. On the right-hand side, FT, FSH,

and FS1O represent the contributions from terrain

forcing, LSDH effect, and synoptic-scale forcing (and

other processes such as the difference in land–sea sur-

face roughness), respectively. The quarter-terrain forc-

ing on the CLLCJ is assumed to be a fraction of the

whole terrain forcing, represented by the coefficient a.

FIG. 14. The 10-m wind speed (grayscale, increment 5 1 m s21), wind vectors, and surface pressure (contours,

increment 5 1 hPa), averaged over the 24-h period from 0000 UTC 22 Oct to 0000 UTC 23 Oct 2008 derived from

(a) CTRL, (b) QTRN, (c) NTRN, and (d) SSHF simulations. The dashed lines indicate the locations of the vertical

cross sections in Fig. 15.
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Nonlinear interactions between different processes have

been ignored in (3). The solution to (3) normalized by

the jet strength in the control simulation can be written

as

F
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5 1� V
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� 1, and

a 5 (V
QTRN

� V
NTRN

)/(V
CTRL

� V
NTRN

).

(4)

The percentage contributions to the CLLCJ from the

synoptic forcing, terrain, and LSDH effects for the two jet

events, derived using the 24-h jet intensity from the two

sets of simulations, are listed in Table 1. For both cases, the

synoptic-scale forcing plays the primary role in driving the

CLLCJ, accounting for more than 50% of the total con-

tribution. The contribution from terrain forcing is second

only to the synoptic-scale forcing. The LSDH effect plays

a relatively minor role in the strong-forcing case. For the

weak-forcing jet, the impact of the terrain becomes less

significant and the contribution from the LSDH effect

becomes nearly comparable to the terrain effect.

In summary, the linear decomposition suggests that

while the SEPH plays the primary role in driving the

FIG. 15. Cross sections of the meridional wind component (grayscale and dashed contours, increment 5 2 m s21)

and potential temperature (solid contours, increment 5 1 K) derived from the 24-h average of the (a) CTRL, (b)

QTRN, (c) NTRN, and (d) SSHF simulations of the 22–23 October event. See Fig. 14 for the locations of the cross

sections.
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CLLCJ, both the Andes and the LSDH have substantial

contributions to the CLLCJ. The relative importance of

the LSDH effect is dramatically different for the two

types of jets. For a CLLCJ under strong synoptic-scale

forcing, the dynamic interaction between the SEPH and

the Andes dominates and the LSDH effect is small. For

a weak-forcing jet, the LSDH is much more important.

It is also noteworthy that the fractional terrain effect

coefficient a is around 2/3 for both cases, implying that

when the terrain height is reduced to one-quarter of the

true terrain height, the terrain effect is only reduced to
2/3 of the full terrain effect. Finally, two caveats are worth

mentioning here. First, the three forcing processes,

synoptic-scale patterns, terrain, and LSDH, are virtually

interweaved and it is impossible to completely sepa-

rate them. For example, when reducing or removing the

topography, the large-scale forcing and the sensible heat

flux over topography change accordingly. Therefore, an

underlying assumption in the above discussion and linear

decomposition is that the proportional changes in the

synoptic-scale flows and surface heat flux due to the

reduction or removal of the topography are small. Sec-

ond, the above discussions are only valid for time scales of

1–2 days. Presumably, removing the Andes or reducing

the sensible heat flux over land shall eventually lead to

substantial changes in the large-scale flows over a longer

time scale, which is beyond the scope of this study.

5. Discussion and conclusions

Most of the COAMPS-simulated CLLCJ characteris-

tics illustrated in this study, such as the CLLCJ intensity

FIG. 16. As in Fig. 5, but for the zonal wind component with an increment of 1 m s21. The white dashed contours

correspond to u 5 0.
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and width, the jet core location, and the downward slop-

ing of the MBL top inversion toward the coast, are con-

sistent with previous studies of the CLLCJ or CCJ. The

in-depth diagnosis of these simulations in sections 3–4

provides some additional perspectives on the mesoscale

dynamics associated with the CLLCJ formation and ad-

justment processes, which are further discussed in this

section. The discussion is centered around the following

two issues: (i) the impact of the synoptic-scale forcing,

topography, and LSDH on the CLLCJ; and (ii) the ad-

justment processes of the CLLCJ and the attendant cross-

shore circulation.

Both the COAMPS real-time forecasts and the addi-

tional sensitivity simulations indicate that the synoptic-

scale forcing, specifically, the SEPH, plays the primary

role in driving the CLLCJ. Our study suggests that the

longitudinal location of the SEPH center is a useful in-

dex for the synoptic-scale forcing. When the SEPH is

located closer to the Chilean coast, the CLLCJ, as one of

the circulation branches around the SEPH center, is

stronger. In addition, the interaction between the SEPH

circulation and the Andes results in a more pronounced

mesoscale high pressure offshore of the southern

Chilean coast (i.e., ;408S). The mesoscale high, largely

due to the terrain blocking of the midlatitude westerlies,

increases the equatorward pressure gradient force and

further enhances the CLLCJ. The Andes intensify the

CLLCJ mainly through three dynamical processes: cre-

ating the coastal MESOH by blocking the midlatitude

westerlies, inhibiting the full development of the cross-

shore flow (i.e., easterlies) and therefore anchoring the

baroclinic zone along the central Chilean coast, and

FIG. 17. The 10-m wind speed (grayscale, increment 5 1 m s21), wind vectors, and surface pressure (contours,

increment 5 1 hPa), averaged over a 24-h period from 0000 UTC 22 Nov to 0000 UTC 23 Nov 2008 derived from

(a) CTRL, (b) QTRN, (c) NTRN, and (d) SSHF simulations. The dashed lines indicate the locations of the vertical

cross sections in Fig. 18. See Fig. 17 for the locations of the cross sections.
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contributing to the coastal low formation to the north-

west of the CLLCJ. The land–sea differential heating

(LSDH) tends to enhance the CLLCJ mainly through

strengthening coastal baroclinicity and its impact on the

CLLCJ is in general smaller than the Andes. The rela-

tive importance of the LSDH and the topography varies

with the synoptic conditions. Compared with strong-

forcing jets, the interaction between the SEPH and the

Andes for weak-forcing jets is much weaker and the

resultant MESOH is less pronounced. The relative im-

portance of the LSDH increases accordingly.

The intensity of the CLLCJ is positively correlated

with the pressure difference between the MEOSH to its

south and the coastal low (CL) to the north, suggesting

that the south–north pressure gradient force intensifies

the CLLCJ. Inspection of the cross-jet momentum bal-

ance in the CLLCJ indicates that flow within the MBL

top inversion is slightly supergeostrophic and, beneath

the inversion, the viscous BL flow is subgeostrophic. In

summary, the COAMPS simulations suggest the fol-

lowing geostrophic adjustment process for the CLLCJ.

In the vicinity of the MESOH, as parcels descend into

the lower troposphere (;2–3 km), they are accelerated

by the northward pressure gradient force associated

with the MESOH and CL. The small resultant force in

the nearly inviscid inversion layer induces a weak east-

erly flow along the coast. The easterly flow creates a di-

vergence zone, which enhances subsidence along the

coast, as required by conservation of mass. Consequently,

the adiabatic warming associated with the enhanced

FIG. 18. Cross sections of the meridional wind component (grayscale and dashed contours, increment 5 2 m s21)

and potential temperature (solid contours, increment 5 1 K) derived from the 24-h average of the (a) CTRL,

(b) QTRN, (c) NTRN, and (d) SSHF simulations of the 22–23 Nov 2008 event.

AUGUST 2010 J I A N G E T A L . 3203



subsidence along the coast reduces the low-level pressure

and further increases the cross-shore pressure gradient,

which tends to balance the Coriolis force. The strength of

a coastal low resulted from geostrophic adjustment of a

coastal jet can be estimated as P9 5 2rairf yLy. Using the

air density rair ; 1 kg m23, the jet width Ly ; 300 km,

mean jet strength y ; 10 m s21, and f ; 1024 s21, we

obtain a scale estimate of the coastal low pressure P9 ;

3 hPa, which is comparable to previous studies (Garreaud

et al. 2002). However, a question arises from the scale

analysis. The typical horizontal scale of the CLLCJ is of

the order of 1000 km, which is several times larger than

the Rossby radius of deformation given by LR 5 V/f ;

10 m s21/1024 s21 ; 100 km. From the geostrophic ad-

justment perspective, one should expect the CLLCJ to

be in close geostrophic balance and the velocity adjust-

ment dominates the mass (i.e., pressure) adjustment.

The apparent inconsistency between the model results

and the scale analysis is due to the strong subsidence

over the CLLCJ, which introduces a new horizontal scale.

As demonstrated in the trajectory analysis in section 4a,

a parcel is only subjected to geostrophic adjustment

during its descent through the MBL top inversion, which

occurs typically over a horizontal distance on the order of

100 km (Figs. 10 and 12) and is comparable to the Rossby

radius of deformation. Therefore, both mass and velocity

adjustments are equally important in the CLLCJ geo-

strophic adjustment process. It also implies that classic

two-dimensional geostrophic adjustment theory may not

be applicable to subtropical coastal jet adjustment pro-

cesses characterized by significant descent.

A closely related issue is the applicability of reduced

shallow-water theory (RSWT) to subtropical coastal jets.

RSWT has been widely used in studies of interactions

FIG. 19. As in Fig. 18, but for the zonal wind component with an increment of 1 m s21.
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between the marine BL flow and coastal topography (e.g.,

Gill 1977; Chao 1985; Samelson 1992). The applicability

of the RSWT to subtropical coastal jets can be justified by

the frequent presence of the well-defined marine BL top

inversion, which decouples the MBL flow from the free

atmosphere. However, the conservations of mass and

momentum in RSWT require that the cross-inversion

mass entrainment rate is small compared to the bulk mass

flux in the marine BL [i.e., we/(UH)x ,,1 or L ,,UH/

we, where L is the characteristic horizontal scale of the

dynamical process under study]. Assuming U 5 10 m s21,

H 5 500 m, we 5 5 mm s21, and Lmax 5 0.1UH/we, we

obtain the maximum length scale for RSWT to be valid is

of the order of 100 km. According to this scaling, RSWT

is a reasonable approximation for the study of hydraulic

jumps and expansion fans along the California coast, the

typical scales of which are 100 km or less. However, one

should be cautious to apply RSWT to the CLLCJ and

CCJ adjustment processes, the characteristic horizontal

scales of which are typically of the order of 500–1000 km.

It is also worth noting that much stronger coastal jets

have been documented offshore of the California coast

(;30 m s21; Zemba and Friehe 1987), due to the accel-

eration associated with hydraulic responses of the marine

boundary layer to the promontories along the California

coast.
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